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Abstract - This presentation describes a low-level technique to replicate active
resources (i.e. resources that are being used by functions that are currently
running) in dynamically reconfigurable FPGAS, with the main objective of
releasing them to be tested in a non-intrusive way. This technique may be used
to support i) Online concurrent testing to detect any faults that emerge during
system operation, ii) Enhanced fault tolerance' (restoring the reliability index by

replacing a defective resource), and iii) Reallocation of the FPGA logic space to
prevent excessive delays or wasting resources due to fragmentation. All
solutions proposed reuse the IEEE 1149.1 (JTAG) test access port and

boundary-scan architecture to ensure a low-cost/ low overhead implementation.

1 Introduction

SRAM-based field-programmable gate arrays (FPGAs) comprise an array of
uncommitted configurable logic blocks (CLBs) and input / output blocks (IOBs),
which are interconnectable via configurable routing resources. A large number of
SRAM cells define the operation of all such blocks and interconnections.

Dynamically reconfigurable FPGAs (DR-FPGAs) that support partial reconfiguration
enable the device logic space to be reconfigured selectively, i.e. the redefinition of
logic functions will only address the required subset of the device logic space. Any
function implemented on the remaining logic space will continue to operate

undisturbed while the reconfiguration process takes place. Due to some discrepancies

in terminology among various authors, it is useful to state that the expression
dynamically reconfigurable FPGA will be used throughout this work to refer to those
devices that support partial reconfiguration. DR-FPGAs enable the implementation of

virtual hardware by appropriate scheduling of applications. Efficient time and space

management enable the implementation of applications which in total may exceed
100% of the logic space available.

Technological improvements enabled the recent introduction of self-reconfigurable
FPGAs (SR-FPGAs), where an internal function may control the reconfiguration of

the device logic space. SR-FPGAs are able to further reduce the cost and size of

adaptive systems, by implementing online management tasks within the FPGA itself.

I The extension of this technique to enhance fault-tolerant architectures has just started in May
2005 and is being financed by the Fundação para a Ciência e a Tecnologia (FCT contract
number POSC/EEA-ESE/55680/2004).
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The increasing amount of logic available in FPGAs and the reduction of the

reconfiguration time, partly due to the possibility of partial reconfiguration, extended

the concept of virtual hardware to the implementation of multiple applications sharing

the same logic resources in the spatial and temporal domains. Howeve
r, higher

complexity comes hand-in-hand with higher vulnerability. Transient phenomena c.g.

single-event upsets (SEUs) or single-event transients (SETs), may lead to

modifications in the configuration memory or to state modifications, particularly for

larger die sizes [1, 2]. This problem is non-negligible at ground level, and it is further

aggravated when these devices are used in space applications, 
where the cosmic

radiation causing SEUs and SETs is far more important. On the other hand, the threat

of electromigration also increases with smaller technological scales, and m
ay lead to

permanent physical damage. Even when the cause of the problem is not permanent

(i.e. modifications in the configuration memory due to an SEU), the circuit may fail if

corrective action is not taken in due time. Altogether, these factors indicate that good

production tests are no longer enough to guarantee fault-free operation. Error

conditions or physical defects may (and will) emerge in the field, and the only way to

ensure reliability is to implement online concurrent fault detection
 and mitigation

solutions. The concurrent replication of active resources herein presented enables an

effective framework to ensure dependable system design, comprising the following

components:

Online concurrent testing: Active replication is used as the basis of a non-

intrusive concurrent testing strategy, whereby each resource is replicated

(functional and state information) and released for testing. Fault detection latency

is related to the size of the FPGA - an emerging defect will only be detected

when the affected resource is again under test. Error condition
s may eventually

malfunction, if the fault latency is higher than the system inertia.
cause system

Enhanced fault tolerance: Spatial redundancy architectures may be a solution

when fault detection latency is not acceptable. However, if more than one module

fails, the system may also fail (a triple redundancy system can only tolerate single

module failures). Concurrent testing will identify the defective resource, which will

be replaced to reestablish the reliability index. A simpler form of replication

sulfices in this case, since state information does not have to be transferred.

Concurrent testing and fault tolerance are necessary. but may not be sufficient to

guarantee sustainable performance after many reconfiguration sessions. Increasing

propagation delays due to poor rerouting and excessive fragmentation of the FPGA

logic space are two major reasons of concern in this context. A dependable

framework for dependable system design must therefore also support concurrent

defragmentation, to enable the activation / deactivation of functions as needed at any

given moment. The research work done so far is not divided equally among
concurrent testing, enhancement of fault-tolerance, and concurrent defragmentation.

Online concurrent testing concentrated most of our efforts, and has been validated via

practical experimentation using a DR-FPGA from Xilinx. Extensive experimental
data is available in this case, and an extract will be presented to validate the solutions

presented. Experimental data is not yet available for the two other areas. Fault

tolerance strategies are the main focus of current research, particularly in what
concerns the implementation of self-repair methods using SR-FPGAs. Logic space

defragmentation is an area that waits for the opportunity to develop appropriate higher
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level management solutions that are able to exploit the replication technique

proposed. Those areas will be therefore presented in less detail, but may lead to

stimulating discussions and also to possible cooperation efforts in the near future.

2 Concurrent replication of active resources

Several off-line and online strategies have been proposed to test and diagnose FPGA

faults [3-16]. The concurrent test approach herein presented reuses some of the ideas
described in the literature, but eliminates their drawbacks by using active

replication, which enables the relocation of the functionality allocated to each CLB,
without halting the system. This approach is feasible even when the CLB is active, i.e.

when it is part of an implemented function that is actually being executed [16]. A
dynamic rotation mechanism ensures that all FPGA CLBs are released and tested
within a given latency. The exclusive (re)use of the Boundary Scan (BS) test
infrastructure to release and test the CLBs brings the additional benefit of reduced
overhead at board level, since no other resources (other than those of the FPGA itself)
are used.

Releasing active CLBs for testing requires their replication into CLBs already tested
and available, in a way that is completely transparent to the application(s) that are
currently running. This task is not trivial due to two major issues: i) configuration

memory organization, and ii) internal state information.

The configuration memory may be visualized as a rectangular array of bits, which are
grouped into one-bit wide vertical frames, extending from the top to the bottom of the

array. The atomic unit of configuration is one frame - it is the smallest portion of the

configuration memory that can be written to or read from. These frames are grouped

together into larger units called columns. Each CLB column has an associated

configuration column, with multiple frames, which mixes internal CLB configuration

and state information, and column routing and interconnect information. The

organization of the entire configuration memory into frames enables the online

concurrent partial reconfiguration of the FPGA.

The configuration process is a sequential mechanism that spans through some (or

eventually all) CLB configuration columns. More than one column may be affected

during the replication of an active CLB, since its input and output signals (as well as

those in its replica) may cross several columns before reaching its source or

destination. Any partial reconfiguration procedure must ensure that the signals from
the replicated CLB are not broken before being totally re-established from its replica.

It is also important to ensure that the functionality of the CLB replica must be

perfectly stable before its outputs are connected to the system, so as to avoid output

glitches. The replication of CLBs is divided into two phases, as illustrated in figure 1.

In the first phase, the internal configuration of the CLB is copied and the inputs of

both CLBs are placed in parallel. Due to the low-speed characteristics of the

configuration interface used (the BS interface), the reconfiguration time is relatively

long when compared with the system speed of operation. Therefore, the outputs of the

CLB replica will be perfectly stable before being connected to the circuit, in the

second phase. Both CLBs must remain in parallel for at least one system clock cycle,
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